UPLC-Q-TOF-MS method development and validation for simultaneous analysis of dipyridamole and its related impurities
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ABSTRACT
A sensitive, specific, precise, and cost-effective ultra-performance liquid chromatography to quadrupole time-of-flight mass spectrometry technique for analyzing dipyridamole and its associated impurities was developed and validated. A high-strength silica T3 column (100 × 3 mm, 3.5 µ) was used as a stationary phase for chromatographic separation, and a mobile phase of 1% acetic acid in water (A) and acetonitrile (B) was delivered in gradient with a flow rate of 0.6 ml/minute for sample injected at 5 µl volume with diode array detection at 200–400 nm. Analytes were ionized for mass spectrometric detection, utilizing a positive-polarity ESI source with a Q-TOF-MS analytical range of 50–1,500 m/z. The developed method was validated in accordance with the United States Food and Drug Administration (USFDA's) analytical method validation requirements and was proven to be successful in resolving dipyridamole.

INTRODUCTION
Dipyridamole is an accessory to oral anticoagulation for thromboembolism prophylaxis associated with prosthetic heart valves. It was intended to treat blood clot formation by reducing platelets and endothelial adenosine uptake, which reduces the stimulation of both platelet activating and collagen factors by promoting cyclic adenosine monophosphate (cAMP) accretion (Bult et al., 1991). It is chemically named as 2-[2-[bis(2-hydroxy-ethyl)amino]-4,8-di(piperidin-1yl)pyrimido[5,4-d]pyrimidin-6yl]-(2-hydroxy-ethyl) amino ethanol and the chemical structure of dipyridamole (Yogesh et al., 2012) is shown in Figure 1. The analytical methods reported include high-performance liquid chromatography (HPLC) analysis of dipyridamole (Bridle et al., 1993; Fontani et al., 1983; Hassan et al., 2008; Rao et al., 2016); reverse-phase high-performance liquid chromatography (RP-HPLC) stability, indicating the method for dipyridamole and its impurities (Acharya et al., 2015; Vaghela et al., 2012); method development and validation for dipyridamole and aspirin by HPLC (Zhang et al., 1997); HPLC methods to identify dipyridamole in human plasma (Barberi et al., 2006); and stability-indicating RP-UPLC in combined capsule formulation (Rajput et al., 2011), revealing the simultaneous determination of dipyridamole and aspirin. Only HPLC methods were reported to determine dipyridamole and there is no UPLC-Q-TOF-MS (ultra-performance liquid chromatography to quadrupole time-of-flight mass spectrometry) analytical approach for the identification of impurities in dipyridamole literature sources. Advanced techniques are needed to recognize and interpret these impurities, when the impurities standards are not available. Therefore, attempts have been made to determine the trace level of Genotoxic impurities (GTIs) accurately; as a result, UPLC-Q-TOF-MS methodology has been developed as a useful approach. The related substance UPLC-MS method has been developed by using volatile MS compatible buffer media which separates and determines the listed impurities (Fig. 1) with 30 minutes runtime. The elution time and resolution were achieved by using the C18 stationary phase column 100 × 3 mm, 3.1 µ, and 1.8 µm. The high-strength silica (HSS) particle is the first and only 100% silica particle designed, tested,
The present method has been validated for its accuracy by spiking the API at 25%, 50%, and 75% for each analyte at the upper limit of quantification (ULOQ) concentration. The retention ranges of the respective analytes were less than 20% of the reported lower limit of quantification (LLOQ) value. International Conference on Harmonization (ICH) and USFDA guidelines were followed to validate method with reference to specificity, linearity, accuracy, robustness, limit of detection (LOD), limit of quantification (LOQ), precision, and stability.

The developed and validated UPLC-Q-TOF-MS method is novel and has the advantages of shorter retention time with a volatile buffer system and a lower quantitation limit, which can detect impurities in dipyridamole.

**EXPERIMENTAL STUDY**

**Chemicals and reagents**

Dipyridamole-certified analytical reference standard (99.5%) and dipyridamole-related impurities (>95%) were obtained from Subtle Pharmaceuticals Pvt. Ltd, Bangalore. To obtain Milli-Q grade water for UPLC-Q-TOF analysis, distilled water was filtered using the pure lab pulse water purification system (ELGA LabWater, UK). Honeywell Research Chemicals (USA) supplied the LC-MS grade methanol and acetonitrile. Liquid ammonia, ammonium acetate, and glacial acetic acid were purchased from Thermo Fisher Scientific (India). Amber borosilicate glassware was used to handle analyte solutions.
Instrumentation

The Acquity H-class UPLC (Waters Corporation, Milford, MA) was employed, which had an integrated vacuum degasser, automatic sample manager (Serial# C10UPA554M, Waters Corporation, Singapore), high-performance binary solvent manager (Serial# C10UPB081A, Waters Corporation, Singapore), and injection volume range of up to 100 µl with an optional extension loop. An HSS T3 C18 stationary phase (100 × 3 mm, 3.1 µ) was used for chromatographic separation. A photodiode array detector (DAD) was employed in conjunction with a Xevo G2-XS Q-TOF (Serial# YFA1548, Waters Corporation, Wilmslow, UK) for MS detection.

Analytical reference standard solution preparation

Dipyriramole and its related impurities (impurity A, B, C, D, E, and F), 2 mg of each compound, was diluted with methanol up to 10 ml to obtain 200 µg/ml primary stock solutions. By diluting the respective primary stock solutions with methanol at concentrations of 100 µg/ml, 10 µg/ml, 100 ng/ml, 10 ng/ml, 5 ng/ml, and 1 ng/ml, working stock solutions of each analyte were prepared. The standards and quality control samples (QCs) were aliquoted and kept frozen at −20°C in polypropylene tubes. Additional QCs were stored at around −5°C for stability testing.

UPLC-Q-TOF-MS method development and optimization

The working standard solution containing all analytes of interest at a concentration of 500 ng/ml of each analyte was used for method development and optimization.

Method development

The mobile phase is made-up of 10 mM ammonium acetate with 1% acetic acid in water as an aqueous phase (A) (pH = 4.8) and acetonitrile as an organic modifier (B), and it is delivered at a flow rate of 0.6 ml/minute in the following gradient: initially for 5 minutes (10%–30% B), held for 3 minutes, 8–18 minutes (30%–60% B), 18–23 minutes (60%–95% B), held for 2 minutes, 25–26 minutes (95%–10% B), and held at 10% B for 4 minutes. The sample was injected into a volume of 5 µl. The column oven temperature was kept at an optimal level throughout the chromatographic run (22°C). For MS detection, a positive polarity electrospray-combined ionization (ESCi) source was used. The optimal instrument and acquisition parameters are as follows: 50 l/hour cone gas (nitrogen) flow; 900 l/hour desolvation gas (nitrogen) flow; 600°C desolvation temperature; 30 V sampling cone voltage; 150°C source temperature; 80 V source offset voltage; capillary voltage of 3.0 kV; sample infusion flow rate is 5 µl/minute; the collision energy ramp varies from 6 eV (argon, collision gas); and a mass range of 50–1,500 m/z. Positive polarity was used to measure all analytes. All analyses were carried out with the lock spray to assure accuracy and reproducibility; lock mass used was leucine enkephalin. To acquire and process data, Waters Corporation’s MassLynx software (Milford, MA) was used. Table 1 and Figures 2 and 3 show the analytical performance of analytes with the optimized instrument and acquisition parameters.

Method optimization

Effect of pH

By varying the pH of the aqueous phase with ion-pairing reagents and buffers salts, such as acetic acid, ammonium acetate, and ammonia to 4.2, 4.8, and 5.3, respectively, the effect of pH on the chromatographic behavior and ionization efficiency of the analytes was studied.

Effect of stationary phase

Chromatograms were generated to evaluate the chromatographic performance of the analytes of interest using the sub-micron columns synchris C8 (100 × 4.6 mm, 3 µ), HSS T3 (100 × 3.0 mm, 3.5 µ), and BEH C18 (50 × 2.1 mm, 1.7 µ).

Effect of solvents

As organic modifiers, different solvents such as methanol and acetonitrile were used, along with 10 mM ammonium acetate and 1% acetic acid in water (pH = 4.8) as the aqueous phase. The flow rate was 0.6 ml/minute.

Effect of mobile phase ratio

Chromatograms were generated to evaluate the chromatographic performance and ionization of the analytes of interest using mobile phases containing 70%, 50%, and 10% acetonitrile in 10 mM ammonium acetate and 1% acetic acid in water (pH = 4.8).

Effect of flow rate

Flow rates of 0.3, 0.5, and 0.6 ml/minute were used, and the chromatograms were recorded.

Effect of ionization source

Following chromatographic separation, analytes were ionized in an ESCi source, where each analyte was simultaneously ionized in ESI and APCI modes for subsequent MS detection and the total ion chromatograms were recorded.

Method validation

The method was validated in accordance with the USFDA’s analytical method validation guidance, which included an assessment of system suitability, specificity, accuracy, linearity, precision (repeatability and intermediate precision), range, quantitation limit, detection limit, and robustness (CDER, 1994; USFDA, 2015; ICH Q2 (R1), 2015).

System suitability

System suitability testing is critical for ensuring the UPLC-Q-TOF-MS system’s quality performance. The capacity factors (k’), injector repeatability [relative standard deviation (RSD)], resolution (R), tailing (T), and theoretical plate number (N) of the analyte peaks obtained from the chromatograms of diode array detection (DAD) and Q-TOF-MS (total ion chromatograms) detection were determined as a criterion of system suitability.

Capacity factor (k’)

The capacity factor is a measure of the location of the peak of interest in relation to the void volume, i.e., the nonretained components including the elution time. For the analyte peaks, a k’ value greater than 2 is recommended. For this parameter, a working standard solution containing 500 ng/ml concentrations of all analytes was used. The k’ value was calculated using the following equation:

'y' value greater than 2 is recommended. For this parameter, a working standard solution containing 500 ng/ml concentrations of all analytes was used. The k’ value was calculated using the following equation:
The following equation is used to calculate the area for the peak of interest. For this parameter, only the analyte peaks in the DAD chromatogram were examined. For each peak on a chromatogram with a fixed set of operating conditions, the ratio of the two compounds being measured has little effect on the elution time. A working standard solution containing 500 ng/ml concentrations of all analytes was used for this parameter. The theoretical plate number varies with elution time, but should be $>2,000$ in general. The following equation is used to calculate $N$ value:

$$N = 16 \left( \frac{t_w}{t_x} \right)^2$$

where $t_x$ = retention time of analyte and $t_w$ = peak width measured at baseline of the extrapolated straight sides to baseline.

Specificity (Selectivity)

Specificity refers to a method’s ability to measure the amount of analyte that is claimed to be measured. The expectation of no detectable interferences is referred to as “specificity.” LC-MS is regarded as one of the most preferential techniques available, which allows identity confirmation. The chromatographic resolution ($R_s$) between the analyte and the closest eluting peak is usually used to determine selectivity in LC-MS. The analysis of a blank sample and spiked blank sample (all analytes at 500 ng/ml) determines specificity. The blank signal (n=6) at analyte retention time must be less than 20% of the analyte’s LLOQ to demonstrate that the analyte is not misidentified, that its identification is not hampered, and that its quantification is not influenced.

Linearity

The determinant of a linear relationship between analytic signals and analyte concentrations in calibration samples is linearity evaluation. Several factors influence signal linearity in an LC-MS method. The ion source’s behavior is said to be linear if the analyte’s ionization efficiency in the ion source is independent of its effluent concentration, i.e., the analyte concentration is

**Table 1. Analytical performance of dipyridamole and its six impurities at 500 ng/ml concentrations per analyte**

<table>
<thead>
<tr>
<th>Analyte</th>
<th>RT (minute)</th>
<th>TIC intensity</th>
<th>[M+H]+ (m/z)</th>
<th>Mean area/intensity in blank inj. (%LLOQ, n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DAD</td>
<td>TIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impurity-B</td>
<td>5.32</td>
<td>2,385,795</td>
<td>525.39</td>
<td>0.0241</td>
</tr>
<tr>
<td>Impurity-F</td>
<td>6.08</td>
<td>2,710,680</td>
<td>481.36</td>
<td>0.0328</td>
</tr>
<tr>
<td>Impurity-D</td>
<td>9.97</td>
<td>1,458,137</td>
<td>461.36</td>
<td>0.0344</td>
</tr>
<tr>
<td>Dipyridamole</td>
<td>11.33</td>
<td>3,708,855</td>
<td>505.40</td>
<td>0.0439</td>
</tr>
<tr>
<td>Impurity-E</td>
<td>13.6</td>
<td>4,575,420</td>
<td>505.50</td>
<td>0.0843</td>
</tr>
<tr>
<td>Impurity-C</td>
<td>19.67</td>
<td>4,420,664</td>
<td>436.29</td>
<td>0.0637</td>
</tr>
<tr>
<td>Impurity-A</td>
<td>23.05</td>
<td>17,650,628</td>
<td>485.41</td>
<td>0.0571</td>
</tr>
</tbody>
</table>

RT, Retention time; TIC, Total ion chromatogram; LLOQ, Lower limit of quantification; DAD, Diode array detection.

$\frac{k'}{k} = \frac{t_R - t_o}{t_0}$

where $t_R = retention time of the analyte$ and $t_o = elution time of the void volume or nonretained components.$

Injection repeatability

Injection precision, expressed as RSD, represents the performance of the DAD and total ion chromatogram (TIC), which includes the plumbing, column, ionization source, and environmental conditions, as well as the time the samples are analyzed without considering the variations in sample preparation and manufacturing.

To calculate the RSD for this parameter, a working standard solution containing 500 ng/ml concentrations of all analytes was injected in six replicates ($n = 6$). An RSD of 1% is regarded as desirable.

Resolution ($R_s$)

Metric $R_s$ used for determining how well two peaks are separated. Well-separated peaks are required for quantitation to be reliable. The ratio of the two compounds being measured has little effect on $R_s$. It is preferable to have $R_s$ more than 2 between the peak of interest and the nearest peaks. A working standard solution with 500 ng/ml concentrations of all analytes was used for this parameter. The following equation is used to calculate $R_s$ value:

$$R_s = \left( \frac{t_{R2} - t_{R1}}{1/2} \right) \left( t_{W1} + t_{W2} \right)$$

where $t_{R1}$ and $t_{R2} =$ retention times of respective analytes and $t_{W1}$ and $t_{W2} =$ peak width of the extrapolated straight sides to baseline measured at baseline.

Tailing ($T$)

Quantitation accuracy decreases as peak tailing increases due to difficulties encountered by the integrator in determining where/when the peak ends, thus calculating the area under the peak. The analyst sets the integrator variables for the best calculation of the area for the peak of interest. For this parameter, a working standard solution containing 500 ng/ml concentrations of all analytes was used. It is preferable to have a tailing value of $\leq 2$. The following equation is used to calculate $T$ value:

$$T = \frac{W_x}{2f}$$
Figure 2. Representative DAD chromatograms of DP and its six impurities (500 ng/ml) along with a blank.
Figure 3. Representative total ion chromatograms of DP and its six impurities (500 ng/ml) along with a blank.
proportional to the number of ions generated. A calibration graph is created using seven calibration solutions including a zero sample (blank), viz. 50, 125, 500, 1,000, 2,000, 3,750, and 5,000 ng/ml, derived from independent dilutions of the same stock solution of 200 µg/ml. When 75% of non-zero standards are within 15% of the nominal concentration, the standard curve is considered acceptable (20% for LLOQ).

**Linear range**

Linear range is defined as the lower and upper concentrations of analyte in the sample for which precision, accuracy, and response function have been established. The concentration range of 0%–100% of the expected analyte concentration (50 ng/ml) is set as the linear range for all analytes.

**Sensitivity**

Sensitivity is defined as the lowest analyte concentration that can be measured with acceptable accuracy and precision (i.e., LLOQ). It is essential for method optimization and routine instrument monitoring. Sensitivity is also directly related to ionization suppression—in fact, the essence of ionization suppression is a decrease in sensitivity caused by coeluting molecules. The LLOD, ULOD, and LLOQ are sensitivity measures with signal-to-noise ratios of 3:1, 5:1, and 10:1, respectively. To assess the method’s sensitivity, the peak intensities of spiked control samples are compared to the peak intensities of the blank at the retention time range of analytes in a TIC.

**Precision**

Precision is defined as the degree of agreement (expressed as RSD) between measured values obtained by repeat measurements on the same or similar objects under specified conditions. Precision is a component of measurement uncertainty and is related to the random error of a measurement system.

Repeatability is achieved by repeatedly analyzing (in triplicates) independently prepared quality control (QC) samples of concentrations, viz. 125 ng/ml (lower QC), 1,750 ng/ml (middle QC), and 3,750 ng/ml (higher QC), with each concentration being analyzed in triplicate from a homogeneous sample (200 µg/ml) in the same laboratory by one operator, using one experimental setup and one set of reagents on the same day.

The precision obtained upon the analysis of 125 ng/ml (lower QC), 1,750 ng/ml (middle QC), and 3,750 ng/ml (higher QC) in triplicates within a single laboratory over a period of time is referred to as intermediate precision.

**Accuracy**

Accuracy refers to the degree of agreement between the measured and true values. The accuracy of a method refers to its ability to provide accurate results. Measurement uncertainty is a quantitative measure of accuracy. Spike/recovery studies are used to assess accuracy. The sample is divided into four aliquots, one of which is analyzed at its original concentration of 50 ng/ml and the remaining three are spiked with 25%, 50%, and 75% of the analyte at ULOQ concentration and expressed as percent recovery [Eq. (5)], as follows:

\[
\text{Recovery} (\%) = \frac{X_{\text{spike}} - X_{\text{unspike}}}{X_{\text{spike}}} \times 100\% \quad \text{[5]}
\]

where \(X_{\text{spike}}\) = response of analytes in spiked sample and \(X_{\text{unspike}}\) = response of analytes in unspiked sample.

**Robustness**

The terms robustness and ruggedness describes an analytical method's ability to remain unaffected by small changes in method parameters (column age, column temperature, mobile phase composition, and so on) and environmental factors (room temperature, air humidity, and so on) and to characterize its reliability during normal usage. It can be regarded as no change in the detected amount of the analyte in a given sample, despite changes in the method parameter. The robustness parameters evaluated in the UPLC separation were pH variation of ±0.5 units, composition of acetonitrile varied at ±2% and aqueous phase additives varied at ±10% of the original values. For Q-TOF-MS detection, the desolvation gas temperature varied at ±10°C and condition of the ion source, i.e., before and after cleaning the ion source. The change in analyte response is expressed as RSD.

**RESULTS AND DISCUSSION**

**UPLC-Q-TOF-MS method development and optimization of dipyridamole and its related impurities A, B, C, D, E, and F**

The concentrations of analyzed samples and storage/analysis times, pHs, mobile phases, elution parameters (gradient), column, and ionization source used in the analyses were included in the method development and optimization. Analyte stability is also an important factor in optimizing an analytical method.

**Effect of pH**

The retention time of dipyridamole and its related impurities decreased as the pH of the mobile phase increased, with impurity B failing to retain. This could be due to the ionized state of impurity B caused by ammonia at higher pH levels. The retention time for pH 3.47 (0.01% acetic acid), pH 4.81 (10 mM ammonium acetate and 1% acetic acid), and pH 5.73 (0.01% ammonia) buffers was 9.54, 5.32, and 0.86 minutes, respectively; thus, pH 4.8 buffer was chosen because it provided a retention time of around 5.32 minutes.

**Effect of stationary phase**

The syncronis C8 (100 × 4.6 mm, 3 µ) column retained dipyridamole and its related impurities at shorter runtimes, but resolution was lacking. HSS T3 (100 × 3.0 mm, 3.1 µ) generated symmetrical and resolved peaks with analyte retention ranging from 5.32 to 23.05 minutes. BEH C18 (50 × 2.1 mm, 1.7 µ) produced peaks with poor symmetry and resolution.

**Effect of solvents**

When methanol was used, peak broadening and high back pressure were observed. Peak tailing was observed in the presence of methanol and water. The current study used 10%
acetonitrile in 10 mM ammonium acetate and 1% acetic acid in water (pH = 4.8) as the aqueous phase delivered at a flow rate of 0.6 ml/minute because it provided good separation.

**Effect of mobile phase ratio**

As the mobile phase, 70:30, 50:50, and 10:90% v/v acetonitrile and 10 mM ammonium acetate and 1% acetic acid in water (pH = 4.8) were used as initial composition in a gradient program. Symmetrical peaks eluted at around 5.32 (Imp-B), 6.08 (Imp-F), 9.97 (Imp-D), 11.33 (Dipyridamole), 13.6 (Imp-E), 19.67 (Imp-C), and 23.05 (Imp-A) with a good capacity factor at a 10:90% v/v ratio of acetonitrile and 10 mM ammonium acetate and 1% acetic acid in water (pH = 4.8), and it was chosen for further studies. Ionization of analytes was not affected by the mobile phase ratio.

**Effect of flow rate**

The flow rate range (0.5 and 0.6 ml/minute), except 0.3 ml/minute, produced symmetrical and resolved peaks with an acceptable capacity factor. For the current study, 0.5 ml/minute was chosen because it has a shorter retention time (25 minutes), better peak shapes, acceptable back pressure, and better separation of impurities from dipyridamole.

**Effect of ionization source**

The structures of dipyridamole and its related impurities contain abundance of nitrogen atoms that could be used for protonation. However, the full scan ESI mass spectrum contains only one major peak for [M+H]+ at m/z 525.39 (Imp-B), 481.86 (Imp-F), 461.36 (Imp-D), 505.4 (Dipyridamole), 505.65 (Imp-E), 436.29 (Imp-C), and 485.41 (Imp-A), which could be due to the first protonation drastically decreasing the basicity of all nitrogen atoms. Peak intensities were higher in ESI than in APCI, which can be attributed to the greater amount of mobile phase delivered in APCI, which reduces droplet charge leading to ionization suppression.

In conclusion, 0.1% formic acid/10 mM ammonium acetate in water and methanol/acetonitrile as mobile phase were unable to resolve Imp-D and dipyridamole. An aqueous solution of 1% acetic acid in 10 mM ammonium acetate and acetonitrile provided good resolution between Imp-D and dipyridamole. Also tested were BEH C18, 1.0 × 50 mm, 1.7 µ, Accucore C18, 4.6 × 50 mm, 2.6 µ, and HSS T3, 3.0 × 100 mm, 3.5 µ columns. The HSS T3, 3.0 × 100 mm, 3.5µ column provided adequate resolution for all analytes.

**Method validation**

**System suitability**

The system suitability parameters (System suitability section) were analyzed upon integration of the analyte peaks in chromatograms of DAD using MassLynx software. Analyte peaks were well resolved with retention times ranging from 5.32 (Imp-B) to 23.05 (Imp-A) minutes. The k' values of the analytes' peaks were not less than 2, as required. With 7.5 µl as injection volume, all analytes had better injector repeatability, expressed as %RSD of peak areas (n = 5 for each analyte). The resolution of all analyte peaks was found to be greater than 2, as specified. All peaks were found to be symmetrical, with tailing factors no greater than 2, as specified. Analyte retention on column was confirmed by a theoretical plate count of analyte at a specific retention time for which none of the analytes showed less than 2,000 N. The suitability of analytes for simultaneous analysis using UPLC-Q-TOF-MS method is presented in Table 2.

**Specificity (selectivity)**

The LC-MS identification revealed no interferences throughout the analyte retention time range. The mean peak areas (DAD) and intensities (TIC) (n = 6; blank) at the retention ranges of the respective analytes were less than 20% of the reported LLOQ value. Table 1 presents the values for specificity of each analyte. Figures 2–4 show DAD and TIC chromatograms, as well as MS spectra for analytes of interest and a blank.

**Sensitivity, linearity, and range**

The LLOD, ULOD, and LLOQ of the analytes of interest were confirmed using a signal-to-noise (S/N) ratio of the analyte peak intensities (n = 3, per analyte) to the intensities observed at the specific analyte retention time in blank (n = 6 per standard injection) of 3:1, 5:1, and 10:1 (Table 3), respectively. In addition, the relative standard deviation (RSD) of the mean peak intensities derived from the TICs of each analyte at LLOQ (n = 6) was determined to be less than 5%. The expected concentration to be quantified was 50 ng/ml for all analytes; so, a 0%–100% range was established. This range was further evaluated for linearity using a simple linear regression equation at seven concentration

<table>
<thead>
<tr>
<th><strong>Table 2.</strong> System suitability evaluation of dipyridamole and its six impurities at 500 ng/ml concentrations per analyte.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analyte</strong></td>
</tr>
<tr>
<td><strong>5 µl</strong></td>
</tr>
<tr>
<td>Impurity-B</td>
</tr>
<tr>
<td>Impurity-F</td>
</tr>
<tr>
<td>Impurity-D</td>
</tr>
<tr>
<td>Dipyridamole</td>
</tr>
<tr>
<td>Impurity-E</td>
</tr>
<tr>
<td>Impurity-C</td>
</tr>
<tr>
<td>Impurity-A</td>
</tr>
</tbody>
</table>

RT, Retention time; RSD, Relative standard deviation; R_s, resolution, T, Tailing, N, Theoretical plate; k′, Capacity factor.
Figure 4. Representative mass spectra of DP and its six impurities (500 ng/ml).

Table 3. Determination of linearity and sensitivity of dipyridamole and its six impurities using UPLC-Q-TOF-MS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Imp-B</th>
<th>Imp-F</th>
<th>Imp-D</th>
<th>DP</th>
<th>Imp-E</th>
<th>Imp-C</th>
<th>Imp-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linearity range (ng/ml)</td>
<td>50–5,000</td>
<td>50–5,000</td>
<td>50–5,000</td>
<td>50–5,000</td>
<td>50–5,000</td>
<td>50–5,000</td>
<td>50–5,000</td>
</tr>
<tr>
<td>Regression equation</td>
<td>$Y = 1.284X + 295.120$</td>
<td>$Y = 1.246X + 295.120$</td>
<td>$Y = 1.275X + 195.245$</td>
<td>$Y = 1.779X + 718.717$</td>
<td>$Y = 2.460X + 581.662$</td>
<td>$Y = 1.763X + 912.075$</td>
<td>$Y = 10.041X + 4,671.069$</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.9990</td>
<td>0.9992</td>
<td>0.9996</td>
<td>0.9991</td>
<td>0.9995</td>
<td>0.9993</td>
<td>0.9991</td>
</tr>
<tr>
<td>LLOD (ng/ml)</td>
<td>27</td>
<td>32</td>
<td>34</td>
<td>15</td>
<td>16</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>ULOD (ng/ml)</td>
<td>35</td>
<td>39</td>
<td>44</td>
<td>24</td>
<td>26</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>LLOQ (ng/ml)</td>
<td>44</td>
<td>48</td>
<td>50</td>
<td>38</td>
<td>33</td>
<td>27</td>
<td>23</td>
</tr>
<tr>
<td>%RSD at LLOQ</td>
<td>4.272</td>
<td>3.983</td>
<td>2.222</td>
<td>3.037</td>
<td>3.144</td>
<td>4.056</td>
<td>1.77</td>
</tr>
<tr>
<td>%RSD at ULOQ</td>
<td>0.444</td>
<td>0.639</td>
<td>0.453</td>
<td>0.253</td>
<td>0.338</td>
<td>0.321</td>
<td>0.343</td>
</tr>
</tbody>
</table>

DP, Dipyridamole; $R^2$, Coefficient of regression; ULOQ, Upper limit of quantitation; LLOQ, Lower limit of quantitation; LLOD, Lower limit of detection; ULOD, Upper limit of detection.
levels ranging from 50 to 5,000 ng/ml prepared from a single 200 µg/ml stock solution. The chosen linearity was discovered to be linear, with coefficient variance ($R^2$) of analytes of interest greater than 0.999. Furthermore, at ULOQ, the RSD value of analytes of interest was found to be less than 5%.

**Precision**

Analytes at the LQC, MOQ, and HQC levels were prepared in sets of two triplicate samples per QC level for repeatability evaluation. The RSD value of analytes was found to be less than 1%. For intermediate precision studies, QC concentrations were prepared fresh before each analysis twice a week for 1 month by two analysts who independently prepared the QCs, integrated the peaks, calculated, and reported the RSD values of the respective analytes (Table 4).

**Recovery**

The recovery of analytes of interest was evaluated in triplicate ($n = 3$) using four aliquots at different concentrations. The results were reported as mean percent recoveries with RSD values (Table 4).

**Robustness**

The obtained RSD values for the evaluated method variation parameters, such as pH variation of ±0.5 units, acetonitrile composition variation of ±2%, and aqueous phase additives variation of ±10% of the original values, were well within the acceptable range. For Q-TOF-MS detection, the desolvation gas temperature was varied at 10°C, and the ion source’s condition, i.e., before and after cleaning, was evaluated, and the obtained RSD values were well within the acceptable range.

## CONCLUSION

UPLC-Q-TOF-MS methodology for dipyridamole and its impurities has found to be highly efficient compared to other techniques in terms of mobile phase, runtime, and in lower detection limit. A selective, precise, sensitive, accurate, and robust approach for simultaneous quantification of dipyridamole and its related genotoxic impurities was developed and proved to be suitable for UPLC-Q-TOF-MS analysis. The approach was validated and could be used in laboratories for routine analyte analysis.
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### Table 4. Evaluation of precision and recovery of dipyridamole and its six impurities.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Conc (ng/ml)</th>
<th>Interday precision</th>
<th>Intraday precision</th>
<th>Analyst to analyst repeatability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Recovery %</td>
<td>%RSD</td>
<td>Recovery %</td>
</tr>
<tr>
<td>Impurity-B</td>
<td>125</td>
<td>99.28</td>
<td>0.50</td>
<td>99.32</td>
</tr>
<tr>
<td></td>
<td>1,750</td>
<td>99.30</td>
<td>0.29</td>
<td>99.12</td>
</tr>
<tr>
<td></td>
<td>3,750</td>
<td>99.23</td>
<td>0.26</td>
<td>99.29</td>
</tr>
<tr>
<td>Impurity-F</td>
<td>1,750</td>
<td>98.23</td>
<td>0.79</td>
<td>98.48</td>
</tr>
<tr>
<td></td>
<td>3,750</td>
<td>98.96</td>
<td>0.33</td>
<td>99.11</td>
</tr>
<tr>
<td>Impurity-D</td>
<td>1,750</td>
<td>98.16</td>
<td>0.83</td>
<td>98.29</td>
</tr>
<tr>
<td></td>
<td>3,750</td>
<td>98.74</td>
<td>0.34</td>
<td>98.85</td>
</tr>
<tr>
<td>Dipyridamole</td>
<td>1,750</td>
<td>99.04</td>
<td>0.37</td>
<td>99.03</td>
</tr>
<tr>
<td></td>
<td>3,750</td>
<td>99.04</td>
<td>0.27</td>
<td>99.05</td>
</tr>
<tr>
<td>Impurity-E</td>
<td>1,750</td>
<td>99.20</td>
<td>0.44</td>
<td>99.23</td>
</tr>
<tr>
<td></td>
<td>3,750</td>
<td>98.58</td>
<td>0.86</td>
<td>98.85</td>
</tr>
<tr>
<td>Impurity-C</td>
<td>1,750</td>
<td>98.76</td>
<td>0.29</td>
<td>98.99</td>
</tr>
<tr>
<td></td>
<td>3,750</td>
<td>98.00</td>
<td>0.37</td>
<td>97.99</td>
</tr>
<tr>
<td>Impurity-A</td>
<td>1,750</td>
<td>99.28</td>
<td>0.49</td>
<td>99.32</td>
</tr>
<tr>
<td></td>
<td>3,750</td>
<td>99.22</td>
<td>0.29</td>
<td>99.22</td>
</tr>
</tbody>
</table>
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